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#### Abstract

Caching-enabled device-to-device (D2D) networks have the potential to make mobile users directly fetch requested files from nearby users, resulting in low network delay. In addition, user mobility can increase the communication chances among different users, and therefore, the network delay can be further effectively reduced by proper designing the caching strategy. In this paper, mobility-aware caching strategies in D2D networks are studied to minimize the network delay. Specifically, based on the inter-contact user mobility model, the expression of the average file delivery delay is analytically obtained. Considering the limited cache capacity, a delay minimization cache placement problem considering the user mobility is investigated. To optimally solve this nonlinear integer programming problem, we reformulate it as a multistage decision problem. According to the recursive relationship between adjacent stages, dynamic programming is adopted to obtain the optimal mobility-aware caching strategy stage-by-stage. Furthermore, to lower the complexity, we also demonstrate that the original problem can be recasted as a monotone submodular function maximization problem over a matroid constraint. Then, a low-complexity greedy mobility-aware caching strategy with $(1-1 / e)$-optimality performance guarantee is put forward. Numerical results show that, in the scenario with high user mobility, the file delivery delay can be reduced by $47 \%$ with our proposed mobility-aware caching strategy, as compared with the most popular caching. Furthermore, the superiority of the proposed caching strategy is verified by real-world data set.


Index Terms-Cache placement, file delivery delay, inter-contact model, nonlinear integer problem.

[^0]
## I. INTRODUCTION

T1 HE last decade has witnessed the explosive increase of the wireless traffic data, which is brought by the widespread proliferation of smart mobile phones and the rapid development of mobile Internet. It has been reported that the mobile data traffic will reach 77.5 exabytes per month by 2022 , being 7 times than that of 2017 [1]. Furthermore, newly emerging services, such as online games, high-definition video streaming, augmented realities and so on, also put emphasis on the low network delay. To enhance the network capacity, ultra-dense networks with spectrum reuse are proposed [2], [3]. However, this network architecture poses a huge traffic pressure on the capacity-limited backhaul links and does not provide significant improvement on the network delay.

By pre-caching popular contents at BSs or mobile users in advance, wireless edge caching can avoid the redundant transmission of the same content on the backhaul links and thus effectively relieve the backhaul pressure [4]. Besides, with such edge caching, users can access their required contents directly from much closer BSs or adjacent mobile users, which can remarkably decrease the content retrieval delay and greatly improve the user experience. According to the location of the content caching, wireless edge caching can be divided into caching at BSs and caching at mobile users [5].

Compared with the BS caching [6], caching at mobile users with the aid of device-to-device (D2D) communications [7], [8] can further relieve the rate pressure of the wireless interface by offloading the network traffic to D2D links. Besides, as bringing contents closer to users, caching at mobile users also leads to lower network delay [9], [10]. Thus, lots of works on D2D caching have been carried out. From the time-scale viewpoint, based on content request delay information, a joint BS pushing and mobile user caching policy is proposed to find when and which content to be pushed by a BS and cached by a user [11]. This study is extended from a single user scenario to a more general multi-user scenario [12]. Then, a efficient cache placement algorithm of mobile users is proposed in [13] to minimize the average transmission delay. From the perspective of spatial stochastic networks, in [14], with the Gauss-Poisson process, the analytical expression of the content retrieval delay in D2D networks is derived. In [15], a probabilistic caching strategy for mobile users is investigated to maximize the density of successful receptions with the consideration of the reliability of D2D links. In [16], users with different file preferences
are divided into different interest groups and the file caching probabilities for different groups are optimized to maximize the probability of successful file discovery.

However, the user mobility, an intrinsic characteristic of mobiles users, is neglected in these works. With the user mobility, the locations of users dynamically change over time and users may have more chances to connect with different BSs and users, which can increase the probability of acquiring requested files. To exploit this benefit, the mobility-aware cache placement design, which is still in its infant stage, has started to draw lots of attentions [17]-[26]. By modelling the user movements that moving users access to different small-cell BSs at different times as a Markov chain, Poularakis et al. designed a cache placement at small-cell BSs to decrease the traffic load of the macro-cell [19]. Based on the Markov decision process, Qiao et al. investigated the caching strategy at on-road BSs to improve the user received video quality in high-mobility highway communication scenarios [20]. By modelling the dwelling time of a vehicle on a BS as Erlang distribution, a mobility-aware proactive content pushing is also investigated in the vehicular communication networks [21]. Nevertheless, these user mobility models for the BS caching is not suitable for D2D caching networks, where both the receiving users and the transmitting users are moving.

To characterize the user mobility in D2D networks, an intercontact model is proposed [22]. Specifically, with the user mobility, the event that user pairs move into or move out each other's communication range refers as the contact or the inter-contact. The contact duration and the inter-contact duration respectively follow corresponding stochastic distributions modeled by the realistic human mobility. Based on this user mobility model, mobility-aware caching strategies for mobile users are put forward to increase the data offloading ratio [23], [24]. In [25], the mobility-aware caching strategy and transmission power are jointly optimized to improve the cache hit ratio. Supposing that the cost of users accessing required files from nearby users is much lower than that from BSs, cost-optimal mobility-aware caching strategies are designed [26].

In addition to the cache hit ratio and the network cost, newly emerging video-related services also urgently require the low network delay. This trend makes the network delay become a more significant metric in the cache placement design. Although the delay-aware caching of mobile users has been investigated in [11]-[14], all these works fail to take the user mobility into consideration. As the user mobility can increase the communication chances between different users, caching files at users with high mobility may facilitate the D2D file sharing and reduce the network delay. Therefore, it is necessary to figure out how to design the delay-optimal mobility-aware cache placement in D2D networks and how much the user mobility can help to reduce the network delay in D2D caching.

Motivated by this, this paper aims to study the delay-oriented cache placement problem in D2D networks considering the user mobility. To characterize the user mobility in D2D networks, the popular inter-contact model [22] is adopted, where the intercontact duration follows the exponential distribution. Then, the mobility-aware average file delivery delay in D2D caching networks is analytically derived. Consequently, with the limited
cache capacity, a delay-oriented mobility-aware cache placement problem is originally investigated. To handle this nonlinear integer programming (NLIP) problem, combinatorial optimization methods are adopted. Firstly, by equivalently reformulating the original cache placement problem as a multi-stage decision problem and finding the recursive relationship between adjacent stages, dynamic programming ( DP ) is adopted to achieve the optimal caching strategy by solving the problem stage-by-stage. Then, to lower the complexity, the delay-related objective function in the cache placement problem is demonstrated to have the monotone submodular property. To prove this, mathematical techniques exploiting the structure of the delay function are proposed, as the feature of the derived mobility-aware delay function in this paper is quite different from that of other performance metrics in the literature [23], [24]. With this property, the original problem is equivalently reformulated as a monotone submodular function maximization problem over matroid constraint. Thus, a greedy caching strategy is put forward, which can achieve ( $1-1 / e$ ) optimality with linear complexity. Simulation results show that, with the almost same delay performance, the runtime of the proposed greedy caching strategy is remarkably shorter than that of the DP-based optimal caching strategy. This convincingly verifies the effectiveness of the proposed greedy caching strategy. Furthermore, with the high user mobility, the average file delivery delay can be decreased by $47 \%$ with the proposed mobility-aware caching, as compared with the most popular caching strategy. More importantly, the effectiveness of the proposed greedy caching strategy is verified by the real data set. The main contributions of this paper are summarized as follows.

- To figure out whether exploiting the user mobility information in D2D caching design can help to reduce the network delay, the delay-oriented cache placement problem considering the user mobility in D2D caching networks is originally studied in this paper.
- By characterizing the user mobility in D2D networks as the inter-contact model, the average file delivery delay is analytically derived. Then, considering the limited cache capacity, a delay minimization mobility-aware cache placement problem is formulated.
- The optimal caching strategy is achieved by adopting DP to deal with the formulated NLIP delay-oriented mobilityaware cache placement problem. Specifically, the original problem is first reformulated as a multi-stage decision problem and then optimally solved stage-by-stage according to the recursive relationship between adjacent stages.
- A greedy caching strategy with linear complexity is proposed, which has $(1-1 / e)$-optimality performance guarantee. This is achieved by skillfully proving that the original problem can be equivalently reformulated as a monotone submodular function maximization problem over matroid constraint.
- Both simulation results and real-world data set show that our proposed mobility-aware caching strategies have the advantage over other caching strategies in terms of the average file delivery delay, especially when the user moving speed is high.


Fig. 1. The system model where moving users are sharing cached files via D2D links.


Fig. 2. The user contact process.

The remainder of the paper is organized as follows. Section II gives the system model and problem formulation. Section III and IV respectively propose the optimal caching strategy and the sub-optimal greedy caching strategy with low complexity. In Section V, simulation results are shown. Finally, Section VI makes a conclusion.

Notation: Bold lower case letters and bold upper case letters are used to denote column vectors and matrices, respectively. $\mathbb{E}\{x\}$ is the expectation of $x$ and $\lceil x\rceil$ is the ceiling function with $x=\min \{n \in \mathbb{Z} \mid n \geq x\}$.

## II. System Model and Problem Formulation

## A. System Scenario and User Mobility Model

Consider a 5G network where $U$ mobile users are within the coverage of one BS, as depicted in Fig. 1. Let $\mathcal{U}=\{1,2, \ldots U\}$ represent the user index set. Each user $i, i \in \mathcal{U}$, has a limited storage capacity $C_{i}$ to cache popular files. Mobile users move randomly and can acquire their required files from others via D2D communications when they move into each other's communication range.

To characterize the user mobility pattern, the widely used inter-contact model [22] is also adopted in this paper. In particular, as shown in Fig. 2, the timeline of a user contact process alternatively consists of the contact time and the inter-contact time. The former is the time that two users are in the communication range and may share required files via D2D links. The latter is the time between two consecutive contacts. By analyzing with the real-world user traces [22], the inter-contact time between users $i$ and $j$ follows exponential distribution with parameter $\mu_{i j}$. $\mu_{i j}$ is the contact rate denoting the average number of contacts between user $i$ and $j$ per unit time, which is shown to be linearly related to the user moving speed [23]. Accordingly, as the same
with the recent literature [23], [26], the contact process between any two users $i$ and $j$ in this paper is modeled as a Poisson process with intensity $\mu_{i j}$. Due to the randomness of the user mobility, it is reasonable to assume that contact processes of different user pairs are independent.

## B. Cache Placement and Delivery Model

Consider a content library with $F$ files and the set of these files is denoted as $\mathcal{F}=\{1,2, \ldots, F\}$, each with size $S$. For the cache placement, the entire file is completely cached or not by mobile users. Let $\boldsymbol{X}=\left[x_{i f}\right]^{U \times F}$ be the cache placement matrix, where $x_{i f} \in\{0,1\}$ denotes the discrete cache placement indicator for file $f$ in user $i$. For efficient transmission, each file is further split into $N$ segments with size $s=S / N$. During each user contact, $N_{c}\left(N_{c} \leq N\right)$ segments can be successfully delivered owing to the limited transmission rate.

In the scenario, each user requests desired file randomly and independently based on its file popularity $p_{i f}$, which follows the famous Zipf distribution [27]. When user $i$ requests file $f$, it will first find the required file segments from its own cache. If file $f$ is not found, user $i$ will require file $f$ from the encountered users via D2D links. After a deadline $T_{D}$, if the whole file $f$ is not successfully received by user $i$ via D2D links, the undelivered file segments will be directly transmitted by the BS. Note that the deadline is to ensure that all users can finally access to their required files.

## C. Average File Delivery Delay

The average file delivery delay is defined as the average waiting time of retrieving one file from the network. Since only several number of file segments can be delivered via each user contact, to obtain the average file delivery delay, we need to first derive the probability of the number of successfully delivered file segments via D2D communications.

Let the timeline start from user $i$ submitting its requested file $f$. Note that the user contact process of users $i$ and $j$ follows Poisson with intensity $\mu_{i j}$. The inter-contact time of user $i$ first encountering user $j, w_{i j f}^{I}$, follows exponential distribution with parameter $\mu_{i j}$. From the network perspective, the inter-contact time of user $i$ meeting the first user in D2D networks is given as $t_{i f}^{I_{1}}=\min _{j \in \mathcal{U}, x_{j f}=1} w_{i j f}^{I}$. As the contact process of different user pairs are independent, the first inter-contact time $t_{i f}^{I_{1}}$ is an exponential distribution with parameter $\lambda_{i f}=\sum_{j \in \mathcal{U}, x_{j f}=1} \mu_{i j}=$ $\sum_{j \in \mathcal{U}} x_{j f} \mu_{i j}$. The contact rate $\mu_{i i}$ can be treated as infinity, which indicates that users $i$ can meet itself with probability 1. In other words, user $i$ can immediately acquire the required file from the its own storage if the file is cached by itself. Similarly, the $l$-th $(l>1)$ inter-contact time, $t_{i f}^{I_{l}}$, also follows the same distribution. Hence, for the case user $i$ requesting file $f$, the contact process between user $i$ and all users in D2D networks is Poisson process with intensity $\lambda_{i f}$.

Based on the Poisson contact process analyzed above, we can derive the probability of the number of successfully delivered file segments via D2D links. Firstly, we consider the case that user $i$ can only fetch $k(0 \leq k<N)$ file segments of file $f$ via

D2D communications within the deadline $T_{D}$. Since $N_{c}$ file segments can be delivered within each contact, the successful transmission of $k\left(k \bmod N_{c}=0\right)$ file segments means that there are $l_{k}=k / N_{c}$ contacts within the deadline $T_{D}$. According to the Poisson process, the number of contacts within $T_{D}$ follows Poisson distribution with parameter $\lambda_{i f} T_{D}$. Thus, the probability of $k(0 \leq k<N)$ file segments being delivered via D2D communications is expressed as

$$
P\left(K_{i f}=k\right)= \begin{cases}\frac{e^{-\lambda_{i f} T_{D}}\left(\lambda_{i f} T_{D}\right)^{l_{k}}}{l_{k}!}, & k \bmod N_{c}=0  \tag{1}\\ 0, & k \bmod N_{c} \neq 0\end{cases}
$$

where $K_{i f}$ is a random variable denoting the number of file segments delivered within $T_{D} . P\left(K_{i f}=k\right)=0\left(k \bmod N_{c} \neq 0\right)$ is due to the fact that the case of $k\left(k \bmod N_{c} \neq 0\right)$ file segments being delivered via D2D communications will not occur.

Then, for the event that the whole file is successfully transmitted within $T_{D}$ (i.e., $K_{i f}=N$ ), at least $l_{N}=\left\lceil\frac{N}{N_{c}}\right\rceil$ user contacts are required, where $\lceil x\rceil$ represents the ceiling function. In other words, the arrival time of the $l_{N}$-th contact, $T_{i f}^{I, l_{N}}=\sum_{l=1}^{l_{N}} t_{i f}^{I_{l}}$, should be within the deadline $T_{D}$. Note that $T_{i f}^{I, l_{N}}$ is a superposition of $l_{N}$ independent and identical exponential distributions with parameter $\lambda_{i f}$. According to [28], $T_{i f}^{I, l_{N}}$ follows Gamma distribution with parameters $l_{N}$ and $\lambda_{i f}$, i.e., $T_{i f}^{I, l_{N}} \sim \Gamma\left(l_{N}, \lambda_{i f}\right)$. Thus, we have

$$
\begin{align*}
P\left(K_{i f}=N\right) & =\int_{0}^{T_{D}} \frac{\lambda_{i f}^{l_{N}} t^{l_{N}-1} e^{-\lambda_{i f} t}}{\Gamma\left(l_{N}\right)} d t \\
& =\frac{\gamma\left(l_{N}, \lambda_{i f} T_{D}\right)}{\Gamma\left(l_{N}\right)} \tag{2}
\end{align*}
$$

where $\gamma(s, z)=\int_{0}^{z} t^{s-1} e^{-t} d t$ is the lower incomplete Gamma function and $\Gamma(n)=(n-1)$ ! is the Gamma function.

With the probability of the number of successfully delivered file segments within $T_{D}$, the average file delivery delay for user $i$ receiving the whole requested file $f$ is expressed as

$$
\begin{equation*}
\mathcal{T}_{i f}=\mathbb{E}\left(T_{i f}\right)=\sum_{k=0}^{N} P\left(K_{i f}=k\right) \mathbb{E}\left(T_{i f}^{k} \mid K_{i f}=k\right) \tag{3}
\end{equation*}
$$

where $T_{i f}^{k}$ is the file delivery delay when $k$ file segments are successfully transmitted within $T_{D}$. In fact, if the whole file $f$ fails to be successfully transmitted within time $T_{D}$, i.e., $0 \leq k<$ $N$, the remaining segments should be delivered by BS. In this case, we have $T_{i f}^{k}=T_{D}$. If file $f$ is successfully shared within $T_{D}$, i.e., $K_{i f}=N$, the file delivery delay is the summation of all $l_{N}$ inter-contact time, i.e.,

$$
\begin{equation*}
T_{i f}^{N}=\sum_{l=1}^{l_{N}} t_{i f}^{I_{l}} \tag{4}
\end{equation*}
$$

According to the Poisson contact process, we have $T_{i f}^{N} \sim$ $\Gamma\left(l_{N}, \lambda_{i f}\right)$.

Therefore, we can derive that

$$
\begin{align*}
\mathcal{T}_{i f} & =\mathbb{E}\left(T_{i f}\right) \\
& =\sum_{k=0}^{N-1} P\left(K_{i f}=k\right) T_{D}+\int_{0}^{T_{D}} t \frac{\lambda_{i f}^{l_{N}} t^{l_{N}-1} e^{-\lambda_{i f} t}}{\Gamma\left(l_{N}\right)} d t \\
& =\sum_{k=0}^{N-1} P\left(K_{i f}=k\right) T_{D}+\frac{\gamma\left(l_{N}+1, \lambda_{i f} T_{D}\right)}{\lambda_{i f} \Gamma\left(l_{N}\right)} . \tag{5}
\end{align*}
$$

Substituting (1) into (5), the detailed expression of the delay when user $i$ receiving requested file $f$ can be obtained. Consequently, the average file delivery delay for D2D networks is given as

$$
\begin{equation*}
\mathcal{T}=\mathbb{E}(T)=\frac{1}{U} \sum_{i=1}^{U} \sum_{f=1}^{F} p_{i f} \mathcal{T}_{i f} \tag{6}
\end{equation*}
$$

## D. Problem Formulation

With the emerging of mobile video services, the user experience is more significant to improve the user viscosity. As an important factor impacting the user experience, the delay is gradually becoming a crucial wireless network performance. By bringing files much closer to users, D2D caching can reduce the file delivery delay and the delay performance heavily depends on the caching strategy of mobile users. Traditionally, the file popularity is mainly used in the cache placement design. As users in wireless networks moves all the time, leading to higher D2D communication chances, the user mobility may also be exploited in the cache placement design to reduce the network delay. Therefore, this paper studies mobility-aware caching strategies to reduce the average file delivery delay in D2D networks. Mathematically, the formulated delay-oriented cache placement problem considering the user mobility is given as

$$
\begin{align*}
\mathcal{P}_{C}: & \min _{\boldsymbol{X}}  \tag{7a}\\
\text { s.t. } & \mathcal{T}  \tag{7b}\\
& \sum_{f=1}^{F} x_{i f} \leq \bar{C}_{i}, \forall i \in \mathcal{U}  \tag{7c}\\
& x_{i f} \in\{0,1\}, \forall i \in \mathcal{U}, \forall f \in \mathcal{F},
\end{align*}
$$

where $\bar{C}_{i}=C_{i} / S$ is the normalized cache capacity. (7b) is the cache capacity constraint and (7c) is the binary cache placement indicator constraint.

Notice that problem $\mathcal{P}_{C}$ is a NLIP problem with simple constraint. However, the objective function in problem $\mathcal{P}_{C}$ is very complicated, which makes it impossible to be handled by 0-1 relaxation and convex optimization. Hence, combinatorial optimization methods are adopted in this paper solve the discrete problem $\mathcal{P}_{C}$.

In what follows, the optimal caching strategy is obtained in Section III and a sub-optimal caching strategy with low complexity is achieved in Section IV.

## III. DP-Based Optimal Mobility-Aware CACHING Strategy

In this section, DP is adopted to handle the formulated problem $\mathcal{P}_{C}$ and an optimal caching strategy is proposed. The DP approach is used to effectively handle integer problems by breaking the original integer problem down into a multiple-stage decision problem, and sequentially solves decision problem in each stage. In particular, a recursive relationship between adjacent stages is derived and the optimal decision in each stage is made based on the optimal decision at previous stage. With the decision in the first stage and the recursive relationship, the optimal decision can be made stage-by-stage and finally the optimal solution to the original integer problem can be found. In what follows, we first reformulate problem $\mathcal{P}_{C}$ as a multi-stage decision problem, and then find the recursive relationship between adjacent stages.

## A. Multi-Stage Decision Problem Reformulation

We divide problem $\mathcal{P}_{C}$ into $F$ stages and optimize the cache placement for the first $f$ files at the $f$-th stage. Denote $\overline{\boldsymbol{c}}_{f}=$ $\left[\bar{c}_{i f}\right]^{U \times 1}\left(0 \leq \bar{c}_{i f} \leq \bar{C}_{i}\right)$ as the state vector at the $f$-th stage, representing cache capacities of all users for storing the first $f$ files.

For state $\overline{\boldsymbol{c}}_{f}$ at the $f$-th stage, the cache placement problem for the first $f$ files is expressed as

$$
\begin{align*}
\mathcal{P}_{C_{f}}: \quad J_{f}\left(\overline{\boldsymbol{c}}_{f}\right)=\min _{\boldsymbol{x}_{m}, 1 \leq m \leq f} & \sum_{m=1}^{f} U_{m}\left(\boldsymbol{x}_{m}\right)  \tag{8a}\\
\text { s.t. } & \sum_{m=1}^{f} x_{i m} \leq \bar{c}_{i f}, \forall i \in \mathcal{U},  \tag{8b}\\
& x_{i m} \in\{0,1\}, \forall i, 1 \leq m \leq f, \tag{8c}
\end{align*}
$$

where $\boldsymbol{x}_{m}=\left[x_{i m}\right]^{U \times 1}$ is the cache placement vector for file $m$, and

$$
\begin{equation*}
U_{m}\left(\boldsymbol{x}_{m}\right)=\frac{1}{U} \sum_{i=1}^{U} p_{i m} \mathcal{T}_{i m} \tag{9}
\end{equation*}
$$

For the last stage decision problem with $f=F$ and $\bar{c}_{i F}=\bar{C}_{i}$, i.e., $\overline{\boldsymbol{c}}_{F}=\left[\bar{C}_{i}\right]^{U \times 1}$, problem $\mathcal{P}_{C_{F}}$ is expressed as

$$
\begin{align*}
\mathcal{P}_{C_{F}}: J_{F}\left(\overline{\boldsymbol{c}}_{F}\right)=\min _{x_{m}, 1 \leq m \leq F} & \sum_{m=1}^{F} \frac{1}{U} \sum_{i=1}^{U} p_{i m} \mathcal{T}_{i m}  \tag{10a}\\
\text { s.t. } & \sum_{m=1}^{F} x_{i m} \leq \bar{C}_{i}, \forall i \in \mathcal{U},  \tag{10b}\\
& x_{i m} \in\{0,1\}, \forall i \in \mathcal{U}, \\
& 1 \leq m \leq F . \tag{10c}
\end{align*}
$$

It is easy to observe that problem $\mathcal{P}_{C_{F}}$ is equivalent to the original problem $\mathcal{P}_{C}$. By finding the optimal decision of the first stage problem and establishing a recursive relationship between adjacent stage problems, the optimal decision of problem $\mathcal{P}_{C_{f}}$

```
Algorithm 1: DP-Based Optimal Mobility-Aware Caching
Strategy.
```

```
Initialization
```

Initialization
for all $\overline{\boldsymbol{c}}_{1} \leq\left[\bar{C}_{i}\right]^{U \times 1}$ do
for all $\overline{\boldsymbol{c}}_{1} \leq\left[\bar{C}_{i}\right]^{U \times 1}$ do
$J_{1}\left(\overline{\boldsymbol{c}}_{1}\right)=U_{1}\left(\min \left\{\mathbf{1}, \overline{\boldsymbol{c}}_{1}\right\}\right) ;$
$J_{1}\left(\overline{\boldsymbol{c}}_{1}\right)=U_{1}\left(\min \left\{\mathbf{1}, \overline{\boldsymbol{c}}_{1}\right\}\right) ;$
end for
end for
for $f=2$ to $F$ do
for $f=2$ to $F$ do
for all $\overline{\boldsymbol{c}}_{f} \leq\left[\bar{C}_{i}\right]^{U \times 1}$ do
for all $\overline{\boldsymbol{c}}_{f} \leq\left[\bar{C}_{i}\right]^{U \times 1}$ do
Initialize $J_{f}\left(\overline{\boldsymbol{c}}_{f}\right)$ as a large positive constant;
Initialize $J_{f}\left(\overline{\boldsymbol{c}}_{f}\right)$ as a large positive constant;
for all possible $\boldsymbol{x}_{f}$ do
for all possible $\boldsymbol{x}_{f}$ do
if $J_{f}\left(\overline{\boldsymbol{c}}_{f}\right)>U_{f}\left(\boldsymbol{x}_{f}\right)+J_{f-1}\left(\overline{\boldsymbol{c}}_{f-1}\right)$ then
if $J_{f}\left(\overline{\boldsymbol{c}}_{f}\right)>U_{f}\left(\boldsymbol{x}_{f}\right)+J_{f-1}\left(\overline{\boldsymbol{c}}_{f-1}\right)$ then
$J_{f}\left(\overline{\boldsymbol{c}}_{f}\right)=U_{f}\left(\boldsymbol{x}_{f}\right)+J_{f-1}\left(\overline{\boldsymbol{c}}_{f-1}\right) ;$
$J_{f}\left(\overline{\boldsymbol{c}}_{f}\right)=U_{f}\left(\boldsymbol{x}_{f}\right)+J_{f-1}\left(\overline{\boldsymbol{c}}_{f-1}\right) ;$
$x_{f}^{*}=x_{f}$;
$x_{f}^{*}=x_{f}$;
end if
end if
end for
end for
end for
end for
end for
end for
return the cache placement matrix $\boldsymbol{X}^{*}$.

```
    return the cache placement matrix \(\boldsymbol{X}^{*}\).
```

can be achieved stage-by-stage. Finally, the original problem $\mathcal{P}_{C}$ is optimally solved.

## B. Recursive Relationship

At the first stage, the optimal decision of user $i$ is to cache the first file if $\bar{c}_{i 1} \geq 1$. Mathematically, $\boldsymbol{x}_{1}=\min \left\{\mathbf{1}, \overline{\boldsymbol{c}}_{1}\right\}$. Thus, we have

$$
\begin{equation*}
J_{1}\left(\overline{\boldsymbol{c}}_{1}\right)=U_{1}\left(\min \left\{\mathbf{1}, \overline{\boldsymbol{c}}_{1}\right\}\right) \tag{11}
\end{equation*}
$$

Then, at the subsequent $f$-th stage $(2 \leq f \leq F)$, the optimal decision is made according to the decision at the $f-1$-th stage by using the following recursive relationship:

$$
\begin{align*}
J_{f}\left(\overline{\boldsymbol{c}}_{f}\right)=\min _{\boldsymbol{x}_{f}} & U_{f}\left(\boldsymbol{x}_{f}\right)+J_{f-1}\left(\overline{\boldsymbol{c}}_{f-1}\right)  \tag{12a}\\
\text { s.t. } & x_{i f} \in\{0,1\}, \forall i \in \mathcal{U}  \tag{12b}\\
& x_{i f} \leq \bar{c}_{i f}, \forall i \in \mathcal{U} \tag{12c}
\end{align*}
$$

where $\overline{\boldsymbol{c}}_{f-1}=\overline{\boldsymbol{c}}_{f}-\boldsymbol{x}_{f}$ is the state transition equation between adjacent stages.

Specifically, at the $f$-th stage with state $\overline{\boldsymbol{c}}_{f}$, the optimal decision of $\boldsymbol{x}_{f}$ can be achieved by exhaustively searching and finding the optimal one with the minimum value of $U_{f}\left(\boldsymbol{x}_{f}\right)+$ $J_{f-1}\left(\overline{\boldsymbol{c}}_{f-1}\right)$, where $J_{f-1}\left(\overline{\boldsymbol{c}}_{f-1}\right)$ has been obtained at the $f-1$-th stage. Notice that the values of $J_{f-1}\left(\overline{\boldsymbol{c}}_{f-1}\right)$ with all possible system states $\overline{\boldsymbol{c}}_{f-1}$ should be stored for the calling in the $f$-stage. Therefore, with $J_{1}\left(\overline{\boldsymbol{c}}_{1}\right)$ and the recursive relationship (12), problem $\mathcal{P}_{C} 1$ can be optimally solved. The optimal caching strategy is listed in Algorithm 1.

## C. Complexity Analysis

According to Algorithm 1, the computational complexity of the stage 1 (i.e., line 2-line 4) is $\mathcal{O}\left(\left(\bar{C}_{\max }+1\right)^{U}\right)$, where $\bar{C}_{\text {max }}=\max \bar{C}_{i}$. For stage $f(1<f \leq F)$, the computational complexity (i.e., line 6-line 14) is $\mathcal{O}\left(\left(2 \bar{C}_{\max }+1\right)^{U}\right)$. Hence,
the whole complexity is $\mathcal{O}\left(\left(\bar{C}_{\text {max }}+1\right)^{U}\right)+\mathcal{O}\left(N_{\text {ite }}(F-\right.$ 1) $\left.\left(2 \bar{C}_{\max }+1\right)^{U}\right)$, i.e., $\mathcal{O}\left((F-1)\left(2 \bar{C}_{\max }+1\right)^{U}\right)$.

## IV. Low-Complexity Greedy Caching Strategy

Although the DP-based caching strategy can obtain the optimal solution to problem $\mathcal{P}_{C}$, its complexity exponentially increases with respect to the number of mobile users in D2D networks. To lower the complexity, problem $\mathcal{P}_{C}$ is equivalently reformulated and a sub-optimal greedy caching strategy with linear complexity is then proposed in this section.

## A. Problem Reformulation

Define $\mathcal{S}=\left\{x_{i f} \mid i \in \mathcal{U}\right.$ and $\left.f \in \mathcal{F}\right\}$ as the ground set, and $\mathcal{S}_{i}=\left\{x_{i f} \mid f \in \mathcal{F}\right\}$ as the set of all files that may be cached by user $i$. Denote by $\mathcal{X}$ the cache placement set and $x_{i f} \in \mathcal{X}$ refers to that user $i$ caches file $f$. Obviously, $\mathcal{X}$ is a subset of $\mathcal{S}$. With the finite ground set $\mathcal{S}$, we further define a partition matroid $\mathcal{M}=(\mathcal{S} ; \mathcal{Z})$ [29], where $\mathcal{Z}$ is expressed as

$$
\begin{equation*}
\mathcal{Z}=\left\{\mathcal{X} \subseteq \mathcal{S}:\left|\mathcal{X} \cap \mathcal{S}_{i}\right| \leq \bar{C}_{i}, \forall i \in \mathcal{U}\right\} \tag{13}
\end{equation*}
$$

It can be observed that the cache capacity constraints (7b) and (7c) in original problem $\mathcal{P}_{C}$ is equivalent to $\mathcal{X} \in \mathcal{Z}$.

Next, we rewrite the objective function in problem $\mathcal{P}_{C}$ as

$$
\begin{equation*}
\mathcal{T}(\mathcal{X})=\frac{1}{U} \sum_{i=1}^{U} \sum_{f=1}^{F} p_{i f} \mathcal{T}_{i f}(\mathcal{X})=\frac{1}{U} \sum_{i=1}^{U} \sum_{f=1}^{F} p_{i f} t\left(\lambda_{i f}(\mathcal{X})\right) \tag{14}
\end{equation*}
$$

where

$$
\begin{equation*}
t(\lambda)=\sum_{k=0}^{N-1} P\left(K_{i f}=k\right) T_{D}+\frac{\gamma\left(l_{N}+1, \lambda T_{D}\right)}{\lambda \Gamma\left(l_{N}\right)} \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda_{i f}(\mathcal{X})=\sum_{j=1}^{U} \mu_{i j} \mathbb{1}_{\mathcal{X}}\left(x_{j f}\right) \tag{16}
\end{equation*}
$$

with

$$
\mathbb{1}_{\mathcal{X}}\left(x_{j f}\right)= \begin{cases}1, & x_{i f} \in \mathcal{X}  \tag{17}\\ 0, & x_{i f} \notin \mathcal{X}\end{cases}
$$

Consequently, problem $\mathcal{P}_{C}$ can be equivalently reformulated as

$$
\begin{equation*}
\mathcal{P}_{C} 1: \max _{\mathcal{X} \in \mathcal{Z}} \tilde{\mathcal{T}}(\mathcal{X}) \tag{18}
\end{equation*}
$$

where $\widetilde{\mathcal{T}}(\mathcal{X})=-\mathcal{T}(\mathcal{X})$. In the sequel, the definition of the monotone submodular property is briefly shown, which is used to deal with problem $\mathcal{P}_{C} 1$.

Definition: Denote by $g$ a set function and $\mathcal{Y}$ a set with many elements with $\mathcal{Y}_{1} \subseteq \mathcal{Y}_{2} \subset \mathcal{Y}$.

- $g$ is monotone if $g\left(\mathcal{Y}_{2}\right)-g\left(\mathcal{Y}_{1}\right) \geq 0$ with every $\mathcal{Y}_{1} \subseteq \mathcal{Y}_{2}$.
- $g$ is submodular if for every element $y \in \mathcal{Y}-\mathcal{Y}_{2}$, we have $g\left(\mathcal{Y}_{1} \cup\{y\}\right)-g\left(\mathcal{Y}_{1}\right) \geq g\left(\mathcal{Y}_{2} \cup\{y\}\right)-g\left(\mathcal{Y}_{2}\right)$. In other words, $g$ is submodular if its marginal gain, which is defined as $g\left(\mathcal{Y}_{1} \cup\{y\}\right)-g\left(\mathcal{Y}_{1}\right)$, is non-increasing with the increased number of elements in $\mathcal{Y}_{1}$.

```
Algorithm 2: Greedy Mobility-Aware Caching Strategy.
    Initialize \(\mathcal{X}=\varnothing, \mathcal{X}^{r}=\mathcal{S}\);
    Initialize \(n:=1\);
    while \(|\mathcal{X}|<\sum_{i=1}^{U} \bar{C}_{i}\) do
        \(x_{i f}^{*}=\)
        \(\operatorname{argmax}_{x_{i f} \in \mathcal{X}_{r}^{r}}\left[\widetilde{\mathcal{T}}^{(n)}\left(\mathcal{X} \cup\left\{x_{i f}\right\}\right)-\widetilde{\mathcal{T}}^{(n)}(\mathcal{X})\right] ;\)
        if \(\left|\mathcal{X} \cap \mathcal{S}_{i}\right|=\bar{C}_{i}\) then
            \(\mathcal{X}^{r}=\mathcal{X}^{r} \backslash S_{i} ;\)
        end if
        Set \(n:=n+1\);
    end while
    return \(\mathcal{X}\).
```

Based on the definition above, the following two propositions are demonstrated.

Proposition 1: $t(\lambda)$ defined in (15) is non-increasing with $\lambda$ and $\widetilde{\mathcal{T}}(\mathcal{X})$ is monotone non-decreasing over set $\mathcal{X}$.

Proof: Please see Appendix A.
Proposition 2: There exists a $\lambda_{0} \approx \frac{\ln \left(\left(l_{N}+1\right) / 2\right)}{T_{D}}>0$ such that, if $\lambda \geq \lambda_{0}, t(\lambda)$ is convex and $\widetilde{\mathcal{T}}(\mathcal{X})$ is submodular.

Proof: . Please see Appendix B.
Remark: Observing from Proposition $2, \lambda \geq \frac{\ln \left(\left(l_{N}+1\right) / 2\right)}{T_{D}}$ is required to make $\widetilde{\mathcal{T}}(\mathcal{X})$ submodular. From the perspective of physical significance, $\lambda$ is the effective contact rate between a user with requested file and other users caching the file in D2D caching networks. $\lambda T_{D}$ is the average number of user contacts within the deadline $T_{D}$. Accordingly, $\lambda T_{D} \geq \ln \left(\left(l_{N}+1\right) / 2\right)$ can be trivially satisfied in real world to offload data to D2D links, where $l_{N}$ is the number of user contacts required to completely offload a file.

With Proposition 1 and Proposition 2, it is confirmed that $\widetilde{\mathcal{T}}(\mathcal{X})$ is monotone submodular. Recall that the constraint $\mathcal{X} \in \mathcal{Z}$ is a matroid constraint, problem $\mathcal{P}_{C} 1$ is a monotone submodular function maximization problem over a matroid constraint. Accordingly, the greedy algorithm can be applied to solve problem $\mathcal{P}_{C} 1$, which stores a file with maximal marginal gain in each iteration. It is worth pointing out that, with the property in problem $\mathcal{P}_{C} 1$, this greedy algorithm has been proved to have ( $1-1 / e$ )-optimality performance guarantee [30].

## B. Greedy Mobility-Aware Caching Strategy

The proposed greedy mobility-aware caching strategy is outlined in Algorithm 2, where $\mathcal{T}^{(n)}\left(\mathcal{X} \cup\left\{x_{i f}\right\}\right)-\widetilde{\mathcal{T}}^{(n)}(\mathcal{X})$ in line 4 is the marginal gain. As the core of the greedy caching strategy is to cache the file with the maximal marginal gain in each iteration, we have $x_{i f}^{*}=\operatorname{argmax}_{x_{i f} \in \mathcal{X}^{r}}\left[\widetilde{\mathcal{T}}^{(n)}(\mathcal{X} \cup\right.$ $\left.\left.\left\{x_{i f}\right\}\right)-\tilde{\mathcal{T}}^{(n)}(\mathcal{X})\right]$.

## C. Complexity Analysis

In Algorithm 2, the complexity is $\mathcal{O}\left(\left(\sum_{i=1}^{U} \bar{C}_{i}\right) U F\right)$, where $\sum_{i=1}^{U} \bar{C}_{i}$ is the number of loops in Algorithm 2 and $\mathcal{O}(U F)$ is the complexity in each loop. It should be noticed that, the complexity of greedy caching strategy is linear to $U$.

## V. Simulation Results

Numerical simulations are conducted in this section to evaluate the performance of the proposed caching strategies. Note that both the proposed two caching strategies in this paper are implemented in a centralized way and taken charge of by BS. The optimized cache placement indicators are then distributed by BS to each user. In the simulation, $U=20$ users in D2D networks are moving and contacting with each other randomly. The contact rate between different mobile users, $\mu_{i j}, \forall i \in \mathcal{U}, j \in \mathcal{U} \backslash\{i\}$, follows Gamma distribution $\Gamma(4.43,1 / 1088)$ [22]. Within the deadline $T_{D}=800 \mathrm{~s}$, required files of mobile users are served by others caching the corresponding files via D2D communications. After the deadline $T_{D}$, unsuccessfully delivered file segments are directly served by BS. The number of files in the file library is $F=50$ and each file size is $S=50 \mathrm{MB}$. To facilitate the transmission, each file is equally divided into $N=5$ file segments and the number of file segments successfully delivered during each user contact is set as $N_{c}=2$.

For simplicity, the storage of each mobile user is $C=C_{i}=$ $0.2 \mathrm{~GB}, \forall i$, which can store 4 files at most. The file popularity of each mobile user follows Zipf distribution, i.e., $p_{i f}=$ $\frac{1 f^{\beta_{i}}}{\sum_{m=1}^{F} 1 m^{\beta_{i}}}, \forall f$, where $\beta_{i}$ is a positive parameter, denoting the concentration of the file popularity. We set $\beta=\beta_{i}=0.6$ in this section.

In the simulation, our proposed cache placement Algorithm 1 and Algorithm 2 are respectively labeled as 'Optimal mobilityaware caching' and 'Greedy mobility-aware caching'. For comparison, four other caching strategies are also considered.

- Offloading-oriented caching: This caching strategy is proposed in [23] to maximize the D2D offloading ratio considering the user mobility. The D2D offloading ratio is defined as the ratio of the average number of successfully delivered file segments via D2D communications to the total number of file segments.
- Most popular caching: The most popular files are stored by users depending on their corresponding file popularity until the cache capacity is full.
- Zipf-based probabilistic caching: The file request probability of each mobile user follows Zipf distribution. According to this probability, each mobile user randomly stores files. The higher file probability, the more likely to be stored by users.
- Random caching: In this caching strategy, no side information is used. Mobile users randomly cache all files based on the same probability.


## A. The Effectiveness of the Proposed Greedy Mobility-Aware Caching Strategy

The effectiveness of the proposed greedy caching algorithm is demonstrated in this subsection. In particular, both the performance and the runtime of all caching algorithms are compared. As the computational complexity of DP-based optimal mobilityaware caching algorithm is high, a small scale network setting with $F=20$ and $U=6$ is considered in this part. Other network parameters are the same as before.


Fig. 3. Average file delivery delay versus the number of mobile users with $F=20, C=0.2 \mathrm{~GB}, \beta=0.6, N=5$ and $N_{c}=2$.


Fig. 4. The runtime of caching strategies versus the number of mobile user with $F=20, C=40 \mathrm{MB}, \beta=0.6, N=5$ and $N_{c}=2$.

Fig. 3 shows how the number of mobile users affects the average file delivery delay for different caching strategies. With the increase of the number of mobile users, the average file delivery delay is decreasing. The reason is that, when the number of mobile users increases, the total cache capacity in the network becomes larger and mobile users have more chances to acquire interested files with D2D communications. Besides, both of the proposed optimal caching strategy and greedy caching strategy extremely outperform other caching strategies, owing to exploiting of the user mobility information. Moreover, the performance gap between two proposed caching strategies and the most popular caching strategy becomes larger as the number of mobile users increases. This is because the user mobility information is increasingly significant for the caching strategy design when the number of mobile users is larger. Most importantly, the proposed greedy mobility-aware caching strategy can achieve almost the same delay performance with the proposed optimal mobility-aware caching strategy.

Fig. 4 shows the runtime of all caching strategies with different number of mobile users. All simulations are run on a windows


Fig. 5. Average file delivery delay versus cache capacity with $F=50, U=$ $20, \beta=0.6, N=5$ and $N_{c}=2$.
server with 1.9 GHz Intel (R) Xeon (R) E5-2609 processor and 16 GB installed memory. It is straightforward that the runtime of the optimal mobility-aware caching strategy increases exponentially with the increase of $U$ and that of the greedy mobilityaware caching strategy increases almost linearly with respect to $U$, which matches the theoretical computation complexity analysis in Section IV. Furthermore, it can be observed from Fig. 3 and Fig. 4 that, with the almost same delay performance, the runtime of the greedy mobility-aware caching strategy is dramatically shorter than that of the optimal mobility-aware caching strategy. For example, in Fig. 4, when $U=6$, the runtime of the greedy mobility-aware caching strategy is 8.3 s , while that of the optimal mobility-aware caching strategy' is 2190.2 s being prohibitively long. This phenomenon shows the effectiveness of the proposed sub-optimal greedy mobility-aware caching strategy. Therefore, in what follows, only the proposed wellscalable greedy mobility-aware caching strategy is adopted for the performance comparison.

## B. The Impact of Network Parameters on Caching Strategies

Fig. 5 shows how the cache capacity affects the delay performance of different caching strategies. In Fig. 5, the average file delivery delay is decreasing with the increase of the cache capacity. The reason is that, with enlarged capacity, more files will be stored by mobile users and then successfully delivered via D2D communications, resulting in lower file delivery delay. In addition, the proposed greedy mobility-aware caching strategy outperforms other caching strategies in terms of the average file delivery delay. This is due to the fact that the proposed delayoriented caching strategy makes full use of the user mobility information.

Then, the impact of cache capacity on the D2D offloading ratio is also investigated in Fig. 6. As expected, the D2D offloading ratio of all caching strategies becomes higher with larger cache capacity. Moreover, the proposed greedy caching strategy achieves higher D2D offloading ratio than other caching strategies, except for the offloading-oriented caching strategy. Besides, when


Fig. 6. D2D offloading ratio versus cache capacity with $F=50, U=20$, $\beta=0.6, N=5$ and $N_{c}=2$.
the cache capacity is small, with the increase of the cache capacity, the performance gap between the proposed greedy mobility-aware caching strategy and other caching strategies becomes wide. The reason is that, the user mobility information, fully exploited by the greedy mobility-aware caching strategy, gradually becomes significant in D2D caching. However, when the cache capacity is large enough, the performance gap becomes narrow. This is because that, for all caching strategies, almost all files can be cached by mobile users and then delivered via D2D communications. The narrowed performance gap is at the sacrifice of the cache capacity. Therefore, our proposed greedy mobility-aware caching strategy has significant performance advantage with the limited cache capacity, which is the common case in practice.

Observing Fig. 5 and Fig. 6, we can see that, with almost the same D2D offloading ratio, the proposed greedy mobility-aware caching strategy achieves lower average file delivery delay than the offloading-oriented caching strategy. From the definitions of these two metrics, we can find the reason. According to equation (5), the file delivery delay can be reduced when whole files are transmitted via D2D communications. Whereas, by the definition of the D2D offloading ratio, the D2D offloading ratio can be improved by transmitting more file segments. Note that a whole file being transmitted always means $N$ file segments being delivered. By forcing more whole files to be delivered, the proposed greedy mobility-aware caching strategy can achieve almost the same D2D offloading ratio with the offloading-oriented caching strategy. Conversely, it is worth pointing out that $N$ successfully transmitted file segments are not always from the same file. Hence, with more file segments being delivered, the offloading-oriented caching strategy can not achieve the same delay performance as the proposed greedy mobility-aware caching strategy.

Fig. 7 shows how the deadline, $T_{D}$, affects the average file delivery delay of different caching strategies. As expected, the proposed greedy mobility-aware caching strategy outperforms others in terms of the delay. In addition, when $T_{D}$ enlarges, the


Fig. 7. Average file delivery delay versus the deadline with $F=50, U=20$, $C=0.2 \mathrm{~GB}, \beta=0.6, N=5$ and $N_{c}=2$.


Fig. 8. D2D offloading ratio versus the deadline with $F=50, U=20, C=$ $0.2 \mathrm{~GB}, \beta=0.6, N=5$ and $N_{c}=2$.
delay performance gap between the proposed greedy mobilityaware caching strategy and other caching strategies except for the offloading-oriented caching strategy is becoming wide. With larger $T_{D}$, mobile users have more time to move and share files via D2D communications, and the user mobility becomes more significant.

Fig. 8 shows how the deadline, $T_{D}$, affects the D2D offloading ratio for all caching strategies. As seen from Fig. 8, our proposed delay-oriented greedy mobility-aware caching strategy also outperforms the most popular caching strategy, the Zipf-based probabilistic caching strategy and the random caching strategy in terms of D2D offloading ratio. Besides, with the increase of $T_{D}$, the average file delivery delay in Fig. 7 is unfortunately increasing due to the long deadline setting, while the D2D offloading ratio in Fig. 8 is also increasing since mobile users have more time to contact and share files with each other. Therefore,


Fig. 9. Average file delivery delay versus the user mobility parameter with $F=50, U=20, C=0.2 \mathrm{~GB}, \beta=0.6, N=5$ and $N_{c}=2$.
the setting of the deadline should make a better tradeoff between the delay performance and the D2D offloading ratio.

Furthermore, it can be seen from Fig. 7 that, with all different values of the deadline, our proposed greedy mobility-aware caching strategy outperforms the offloading-oriented caching strategy in terms of the delay performance. However, for the D2D offloading ratio in Fig. 8, the offloading-oriented caching strategy achieves better performance than the proposed greedy mobility-aware caching strategy when $T_{D}$ is small. This is because that, within small deadline $T_{D}$, the number of user contacts is not enough to transmit the whole file for most files and only parts of file segments from different files are delivered. Most importantly, the performance gap gradually becomes narrow with the increase of the deadline $T_{D}$. Especially, when $T_{D}$ is more than 800 s, these two caching strategies achieve almost the same D2D offloading ratio. This is due to the fact that more whole files are successfully transmitted with the increase of $T_{D}$.

## C. The Impact of the User Mobility on Caching Strategies

Fig. 9 shows the influence of the user mobility on the average file delivery delay for different caching strategies. It has been demonstrated in [24] that the contact rate, $\mu_{i j}$, is proportional to the user moving speed. As $\mu_{i j} \sim \Gamma(4.43,1 / 1088)$, to model the different average user speed, we generate $\hat{\mu}_{i j} \sim$ $\Gamma\left(4.43 \theta^{2}, 1 /(1088 \theta)\right)$. As a result, the average value of $\hat{\mu}_{i j}$ is $\theta$ times what $\mu_{i j}$ is while the variance remains the same, i.e., $\mathbb{E}\left(\hat{\mu}_{i j}\right)=\theta \mathbb{E}\left(\mu_{i j}\right)$ and $\operatorname{Var}\left(\hat{\mu}_{i j}\right)=\operatorname{Var}\left(\mu_{i j}\right)$. In Fig. 9, the average file delivery delays of all caching strategies decrease with the increase of $\theta$. The reason is that, with larger $\theta$, users have higher moving speed and more contact chances, which results in higher probability to obtain their request files via the low-delay D2D communications. Besides, with the increase of $\theta$, the decrease trend of the delay is becoming slower. This is because that, when the user speed is large enough, each user may contact with almost all the other users in the network and the marginal gain becomes less. Furthermore, the proposed greedy


Fig. 10. Average file delivery delay versus Zipf distribution parameter, $\beta$, in real-world data set with $F=50, U=20, C=0.2 \mathrm{~GB}, N=5$ and $N_{c}=2$.
caching strategy can achieve a much lower delay than other strategies. It can be observed that, when the proposed greedy mobility-aware caching strategy is adopted, the average delay can be reduced by $47 \%$ with $\theta=7$, as compared with the most popular caching strategy. Accordingly, we can conclude that the user mobility information plays a key role in the caching strategy design, especially for the high mobility scenario.

## D. The Performance of Caching Strategies in Real-World Data Set

In this paper, we also verify the effectiveness of our proposed caching strategy by the real-world user contact data set recorded in CRAWDAD [31]. The data set is collected in INFOCOM 2005 conference lasting for 4 days, where users equipped with IMotes are moving randomly in the conference and their contact data is recorded by the IMote, a bluetooth device. In our simulation, we first use the data of the second daytime to estimate the contact rate between user pairs, i.e., $\mu_{i j}$, and choose 20 most active users. With the estimated contact rate, our proposed delay-oriented greedy mobility-aware caching strategy and other caching strategies are then designed. Finally, the performance of different caching strategies shown in Fig. 10 is obtained using the data of the third daytime. It is straightforward that the average file delivery delays of all caching strategies except for the random caching strategy are decreasing with the increase of the parameter in Zipf distribution, $\beta$. With the higher $\beta$, the file popularity is more concentrated and user requests are more likely to be satisfied by nearby users, resulting in low delivery delay. As expected, the proposed greedy mobility-aware caching strategy extremely outperforms others caching strategies, which effectively shows the advantage of our proposed greedy mobility-aware caching strategy.

## VI. Conclusion

In this paper, we have investigated the delay-oriented cache placement problem considering the user mobility in D2D networks. With the inter-contact mobility model, the average
file delivery delay has been analytically obtained. Then, a delay minimization cache placement problem considering the user mobility has been formulated with the limited cache capacity. Both DP-based optimal mobility-aware caching strategy and sub-optimal greedy mobility-aware caching strategy have been proposed. In the simulation, with the almost same delay performance, the proposed greedy mobility-aware caching strategy consumes remarkably shorter runtime than the optimal mobilityaware caching strategy, which validates the time-efficiency of the proposed greedy caching strategy. Furthermore, by making full use of the user mobility, the proposed mobility-aware caching strategy has advantage over other caching strategies in terms of the delay performance. This is verified by both simulated environment and the real data set.

## Appendix A

As the feature of the delay function in (14) is completely different from that of the D2D offloading ratio function in the literature [23], [24], the proof method in [23], [24] could not be applied. Thus, a proof method exploiting the structure of the delay function is proposed in this Appendix. That is, the monotony of $\widetilde{\mathcal{T}}(\mathcal{X})$ is proved by demonstrating that $t(\lambda)$ is nonincreasing with respect to $\lambda$.

We first prove that $t(\lambda)$ defined in (15) is a non-increasing function with respect to $\lambda$. Let $t_{1}(\lambda)=\sum_{k=0}^{N-1} P\left(K_{i f}=k\right) T_{D}$ and $t_{2}(\lambda)=\frac{\gamma\left(l_{N}+1, \lambda T_{D}\right)}{\lambda \Gamma\left(l_{N}\right)}$.

Before tackling $t_{1}(\lambda)$, we first reformulate it as a tractable form. Observing from (1) that, when file $f$ is not completely transmitted within deadline $T_{D}$ (i.e., $\left.0 \leq k<N\right), P\left(K_{i f}=\right.$ $k)=0$ if $k \bmod N_{c} \neq 0$. By removing these trivial cases, $t_{1}(\lambda)$ can be equivalently rewritten as

$$
\begin{equation*}
t_{1}(\lambda)=\sum_{l=0}^{l_{N}-1} \frac{e^{-\lambda T_{D}}\left(\lambda T_{D}\right)^{l}}{l!} T_{D} \tag{19}
\end{equation*}
$$

$l_{N}-1$ in (19) is because that there are at most $l_{N}-1$ user contacts within $T_{D}$ with $0 \leq k<N$. To analyze the monotonicity of $t_{1}(\lambda)$, the first derivative of $t_{1}(\lambda)$ is expressed as

$$
\begin{align*}
& t_{1}^{\prime}(\lambda) \\
& \quad=e^{-\lambda T_{D}}\left(-\sum_{l=0}^{l_{N}-1} \frac{T_{D}^{l+2}}{l!} \lambda^{l}+\sum_{l=1}^{l_{N}-1} \frac{T_{D}^{l+1}}{(l-1)!} \lambda^{l-1}\right) \\
& \quad=e^{-\lambda T_{D}}\left(-\sum_{l=0}^{l_{N}-1} \frac{T_{D}^{l+2}}{l!} \lambda^{l}+\sum_{n=0}^{l_{N}-2} \frac{T_{D}^{n+2}}{n!} \lambda^{n}\right) \\
& \quad=e^{-\lambda T_{D}}\left(-\frac{T_{D}^{l_{N}+1}}{\left(l_{N}-1\right)!} \lambda^{l_{N}-1}\right) . \tag{20}
\end{align*}
$$

Then, for the derivative of $t_{2}(\lambda)$, the greatest challenge is the handling of the complicated lower incomplete gamma function $\gamma\left(l_{N}+1, \lambda T_{D}\right)$. To tackle this obstacle, an equation represented as (21) is adopted to rewrite the lower incomplete gamma
function [32].

$$
\begin{align*}
\gamma(s, z) & =\int_{0}^{z} t^{s-1} e^{-t} d t \\
& =z^{s} \Gamma(s) e^{-z} \sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(s+k+1)} \tag{21}
\end{align*}
$$

This equivalent reformulation is crucial for the following derivation. According to (21), $t_{2}(\lambda)$ can be equivalently reformulated as

$$
\begin{equation*}
t_{2}(\lambda)=e^{-\lambda T_{D}} \sum_{k=0}^{\infty} \frac{l_{N}}{\Gamma\left(l_{N}+k+2\right)} T_{D}^{l_{N}+k+1} \lambda^{l_{N}+k} \tag{22}
\end{equation*}
$$

Taking the derivative of $\lambda$, we can obtain

$$
\begin{align*}
& t_{2}^{\prime}(\lambda) \\
&= e^{-\lambda T_{D}}\left(-\sum_{k=0}^{\infty} \frac{l_{N}}{\Gamma\left(l_{N}+k+2\right)} T_{D}^{l_{N}+k+2} \lambda^{l_{N}+k}\right. \\
&\left.+\sum_{k=0}^{\infty} \frac{l_{N}\left(l_{N}+k\right)}{\Gamma\left(l_{N}+k+2\right)} T_{D}^{l_{N}+k+1} \lambda^{l_{N}+k-1}\right) \\
&= e^{-\lambda T_{D}}\left(-\sum_{n=1}^{\infty} \frac{l_{N}}{\Gamma\left(l_{N}+n+1\right)} T_{D}^{l_{N}+n+1} \lambda^{l_{N}+n-1}\right. \\
&\left.+\sum_{k=0}^{\infty} \frac{l_{N}\left(l_{N}+k\right)}{\Gamma\left(l_{N}+k+2\right)} T_{D}^{l_{N}+k+1} \lambda^{l_{N}+k-1}\right) \\
&= e^{-\lambda T_{D}}\left(-\sum_{k=1}^{\infty} \frac{l_{N}}{\left(l_{N}+k+1\right)!} T^{l_{N}+k+1} \lambda^{l_{N}+k-1}\right. \\
&\left.+\frac{l_{N}^{2}}{\left(l_{N}+1\right)!} T_{D}^{l_{N}+1} \lambda^{l_{N}-1}\right) . \tag{23}
\end{align*}
$$

Therefore,

$$
\begin{aligned}
& t^{\prime}(\lambda) \\
& \quad=t_{1}^{\prime}(\lambda)+t_{2}^{\prime}(\lambda) \\
& = \\
& \quad e^{-\lambda T_{D}}\left(\left(\frac{l_{N}^{2}}{\left(l_{N}+1\right)!}-\frac{1}{\left(l_{N}-1\right)!}\right) T_{D}^{l_{N}+1} \lambda^{l_{N}-1}\right. \\
& \\
& \left.-\sum_{k=1}^{\infty} \frac{l_{N}}{\left(l_{N}+k+1\right)!} T_{D}^{l_{N}+k+1} \lambda^{l_{N}+k-1}\right) \\
& = \\
& e^{-\lambda T_{D}}\left(-\frac{l_{N}!}{\left(l_{N}+1\right)!\left(l_{N}-1\right)!} T_{D}^{l_{N}+1} \lambda^{l_{N}-1}\right. \\
& \\
& \\
& \left.=\sum_{k=1}^{\infty} \frac{l_{N}}{\left(l_{N}+k+1\right)!} T_{D}^{l_{N}+k+1} \lambda^{l_{N}+k-1}\right) \\
& = \\
& -e^{-\lambda T_{D}}\left(\sum_{k=0}^{\infty} \frac{l_{N}}{\left(l_{N}+k+1\right)!} T_{D}^{l_{N}+k+1} \lambda^{l_{N}+k-1}\right)
\end{aligned}
$$

$$
\begin{equation*}
\leq 0 \tag{24}
\end{equation*}
$$

This proves that $t(\lambda)$ is non-increasing.

Finally, we demonstrate that $\widetilde{\mathcal{T}}(\mathcal{X})$ is monotone nondecreasing. Let $\mathcal{Y} \subseteq \mathcal{S}$ and $x_{j f} \in \mathcal{S}-\mathcal{Y}$, due to the linearity of $\lambda_{i f}(\mathcal{X})$, we have $\lambda_{i f}\left(\mathcal{Y} \cup\left\{x_{j f}\right\}\right)-\lambda_{i f}(\mathcal{Y}) \geq 0$. Since $t(\lambda)$ is non-increasing, $t\left(\lambda_{i f}\left(\mathcal{Y} \cup\left\{x_{j f}\right\}\right)\right)-t\left(\lambda_{i f}(\mathcal{Y})\right) \leq 0$, which results in the non-increasing $t\left(\lambda_{i f}(\mathcal{X})\right)$. Owing to the fact that $\mathcal{T}(\mathcal{X})$ is non-negative linear combination of $t\left(\lambda_{i f}(\mathcal{X})\right)$ and $t\left(\lambda_{i f}(\mathcal{X})\right)$ is monotone non-increasing, $\mathcal{T}(\mathcal{X})$ is also monotone non-increasing. Hence, $\widetilde{\mathcal{T}}_{i f}(\mathcal{X})=-\mathcal{T}_{i f}(\mathcal{X})$ is monotone non-decreasing over set $\mathcal{X}$.

## Appendix B

In this Appendix, we first demonstrate that $t(\lambda)$ is convex when $\lambda \geq \lambda_{0}$. Taking the derivative of $t^{\prime}(\lambda)$ with respect to $\lambda$, with similar tricks as (23), we have

$$
\begin{align*}
t^{\prime \prime}(\lambda)= & e^{-\lambda T_{D}} T_{D}^{l_{N}+1} \lambda^{l_{N}-2} l_{N} \\
& \times\left(\sum_{k=0}^{\infty} \frac{2}{\left(l_{N}+k+2\right)!} T_{D}^{k+1} \lambda^{k+1}-\frac{l_{N}-1}{\left(l_{N}+1\right)!}\right) . \tag{25}
\end{align*}
$$

Let $h(\lambda)=\sum_{k=0}^{\infty} \frac{2}{\left(l_{N}+k+2\right)!} T_{D}^{k+1} \lambda^{k+1}$, it can be observed that $h(\lambda)$ is an increasing function. In addition, $h(\lambda)$ can be rewritten as

$$
\begin{equation*}
h(\lambda)=\frac{2}{\left(\lambda T_{D}\right)^{l_{N}+1}}\left(e^{\lambda T_{D}}-\sum_{k=0}^{l_{N}+1} \frac{\left(\lambda T_{D}\right)^{k}}{k!}\right) \tag{26}
\end{equation*}
$$

which is derived from the following equation

$$
\begin{align*}
& \left(\lambda T_{D}\right)^{l_{N}+1} h(\lambda) \\
& \quad=\sum_{k=0}^{\infty} \frac{2}{\left(l_{N}+k+2\right)!}\left(\lambda T_{D}\right)^{l_{N}+k+2} \\
& \quad=2 \sum_{k=l_{N}+2}^{\infty} \frac{\left(\lambda T_{D}\right)^{k}}{k!} \\
& \quad=2\left(e^{\lambda T_{D}}-\sum_{k=0}^{l_{N}+1} \frac{\left(\lambda T_{D}\right)^{k}}{k!}\right) \tag{27}
\end{align*}
$$

Then, applying L'Hospital's rule $N+1$ times to $h(\lambda)$, we have

$$
\begin{align*}
& \lim _{\lambda \rightarrow 0} h(\lambda) \\
& \quad=\lim _{\lambda \rightarrow 0} \frac{2\left(e^{\lambda T_{D}}-\sum_{k=0}^{l_{N}+1} \frac{\left(\lambda T_{D}\right)^{k}}{k!}\right)}{\left(\lambda T_{D}\right)^{l_{N}+1}} \\
& \quad=\lim _{\lambda \rightarrow 0} \frac{2\left(e^{\lambda T_{D}}-1\right)}{\left(l_{N}+1\right)!} \\
& \quad=0 . \tag{28}
\end{align*}
$$

Similarly, $\lim _{\lambda \rightarrow \infty} h(\lambda)=\infty$. Recall that $h(\lambda)$ is an increasing function with $\lambda$, there must be a $\lambda_{0}>0$ such that $h\left(\lambda_{0}\right)-\left(l_{N}-\right.$ 1) $/\left(l_{N}+1\right)!\geq 0$ when $\lambda \geq \lambda_{0}$. Therefore, if $\lambda>\lambda_{0}$, $t^{\prime \prime}(\lambda)=$ $h\left(\lambda_{0}\right)-\left(l_{N}-1\right) /\left(l_{N}+1\right)!\geq 0$. This completes the proof that $t(\lambda)$ is convex when $\lambda \geq \lambda_{0}$.

When $\lambda \rightarrow 0, h(\lambda)$ can be approximated as $\frac{2\left(e^{\lambda} T_{D}-1\right)}{\left(l_{N}+1\right)!}$ according to (28). Let $\frac{2\left(e^{\lambda} T_{D}-1\right)}{\left(l_{N}+1\right)!} \geq \frac{l_{N}-1}{\left(l_{N}+1\right)!}$, we can derive that, when $\lambda \geq \frac{\ln \left(\left(l_{N}+1\right) / 2\right)}{T_{D}}, t^{\prime \prime}(\lambda) \geq 0$. Hence, we have $\lambda_{0} \approx \frac{\ln \left(\left(l_{N}+1\right) / 2\right)}{T_{D}}$.

Finally, we show that $\widetilde{\mathcal{T}}(\mathcal{X})$ is submodular. Since $t(\lambda)$ is decreasing convex when $\lambda>\lambda_{0}$ and $\lambda_{i f}(\mathcal{X})$ is monotone increasing, $\mathcal{T}_{i f}(\mathcal{X})$ is decreasing and the decrease trend is becoming slower. Thus, $\widetilde{\mathcal{T}}_{i f}(\mathcal{X})$ is an increasing set function with gradual slower increasing trend.

Let $\mathcal{Y}_{1} \subset \mathcal{Y}_{2} \subset \mathcal{S}, x_{j f} \in \mathcal{S}-\mathcal{Y}_{2}$ and define

$$
\begin{equation*}
\Delta_{\tilde{\mathcal{T}}}(\mathcal{Y})=\widetilde{\mathcal{T}}_{i f}\left(\mathcal{Y} \cup\left\{x_{j f}\right\}\right)-\widetilde{\mathcal{T}}_{i f}(\mathcal{Y}), \tag{29}
\end{equation*}
$$

we have

$$
\begin{align*}
\Delta_{\tilde{\mathcal{T}}}\left(\mathcal{Y}_{1}\right) & -\Delta_{\tilde{\mathcal{T}}}\left(\mathcal{Y}_{2}\right)=\widetilde{\mathcal{T}}_{i f}\left(\mathcal{Y}_{1} \cup\left\{x_{j f}\right\}\right)-\widetilde{\mathcal{T}}_{i f}\left(\mathcal{Y}_{1}\right) \\
& -\left(\widetilde{\mathcal{T}}_{i f}\left(\mathcal{Y}_{2} \cup\left\{x_{j f}\right\}\right)-\widetilde{\mathcal{T}}_{i f}\left(\mathcal{Y}_{2}\right)\right) \geq 0 \tag{30}
\end{align*}
$$

Therefore, according to the definition in Section IV, $\widetilde{\mathcal{T}}(\mathcal{X})$ is a submodular set function when $\lambda>\lambda_{0}$.
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